Comparison of Memory Access Strategies in Multi-core Platforms using MAST
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Challenge: To calculate latencies in an engine management system 5
MAST Tool
The Platform Open source, available at (Windows and Linux)
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Real-time situation: Amalthea Model
Amalthea Tasks Amalthea Runnables Labels MAST Model

- HOSPA - Generator (GEN4AMAST)
- 21 Tasks - 1250 Runnables - 10000 Labels

- Statically assigned to a core - Read labels (memory) - Mapped to GRAM/LRAM
. Fixed Priority: preemptive/ . Instructions: constant/deviation . Local RAM = 1 cycle MAST model overview MAST model for analysis
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Amalthea to MAST transformation Event-chains | Latency model of data flows among non consecutive runnables
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Considerations Event-chain latencies Conclusions

] B Explicit I8 Implicit LET-Dynamic (2 bands) [ LET-Dynamic (3 bands) [ LET-Static (2 bands) [ LET-Static (3 bands) _ _ _
Clock speed increased to 300 MHz None of the strategies is a clear winner

Original 200 MHz yields utilizations above 100% 140 No solution can reduce jitter and latencies at the same

time
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Instructions always execute in a lower priority band Implicit model has similar latencies than

Explicit for the tasks and higher latencies
for the event chains without getting a
reduction of jitter

® 2 priority bands: Same priority for Write and
Read

® 3 priority bands: Read at middle priority, Write
at high priority

Latency (ms)
S

Penalty to keep data consistency

Two types of offsets (¢)

assignment for LET 152 T R LET has a good control of jitter at the
10,3 cost of a significant increase of latencies
for both tasks and event chains.

® LET-Static: Offsets are set equal to periods

® LET-Dynamic: Offsets so that WCRTSs of

. . - Event chain 1 Event chain 2 Event chain 3
write operations equal to the periods
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