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Challenge: To calculate latencies in an engine management system MAST Tool
The Platform Open source, available at (Windows and Linux)

Schedulabilty
Memory access times (cycles) analysis tools

LRAMO | LRAM1 | LRAM2 | LRAM3 | GRAM

1 9 9 9  Holistic

9 1 9 - Offset-based

9 9 9 - Offset-based slanted

9 9 1 « Offset-based w/
precedence

- Offset-based brute
force

Optimization tools Other tools Support

- Simulated annealing - Shared resources

- UD - Multipath e2 flows

- ED - Simulator - Sporadic and Polling

- PN - Sensitivity analysis Servers

- NPD - Graphical editor - FP+EDF scheduling

- EQS - Results viewer * Networks (AFDX)

- EQF - Partitioned systems

- HOSPA - Generator (GEN4AMAST)

CROSSBAR

200 Mhz system-wide FIFO arbitration at memories

MAST Model
Real-time situation: Amalthea Model MAST model overview MAST model for analysis

D; R
Operations view Processing Platform ¢_2 i
: | :

Amalthea Tasks Amalthea Runnables Labels Resource

Exclusion Thread 1 Thread 2 Thread 3
ool sk * 1250 Runnables - 10000 Labels Resource Sehedul : :
cheduler

- Statically assigned to a core - Read labels (memory) + Mapped to GRAM/LRAM e
+ Fixed Priority: preemptive/ - Instructions: constant/deviation - Local RAM =1 cycle i —p

. S : : T, T,
cooperative + Write labels (memory) . Non-Local RAM =9 cycles Bz ol (1 ; “
- Released by stimuli: periodic/ 5 Schedulable |

Resource

sporadic (arbitrary phasing) X (Thread)

- D=T > Scheduling Ri4=Ri
- Series of Runnables Parameters

Event

Step Step

min’Tmax) :

Step

c . Results from response-time analysis:
oncurrent architecture )
End-to-end flow : view  Worst-case Local response time: rj;

Timing

Labels Labels Sl — Event « Worst-case Global response time: R;j;

Real-time situation view

relad wri;tten > Reference  Best-case response times: rb;;, Rb;

Amalthea Task Priority = P

Runnable 1 Runnable 2 Runnable 3

Stimulus A“[‘ra't:ea Amalthea to MAST transformation Modeling of cooperative tasks
as

== | | Instructions Instructions Instructions
Period: T Labels Labels Cooperative tasks can preempt lower priority cooperative tasks
Sporadic: [Tmin, Tmax] read written at runnable borders. As a consequence, cooperative tasks are
Amalthea Task Priority = P blocked by an amount equal to the longest cooperative
runnable with lower priority

Runnable 1 Runnable 2 Runnable 3

Stimulus Amalthea

From a cooperative Amalthea Task
— Instructions Instructions Instructions Task P

Period: T
Sporadic: [Tmin, Tmax] __ ™= T 1 e
HIH HEHHE HE P Period: Tmin

> Step 1,, > Step 1,,

'
\ MAST

automatically
finds the longest

End-to-end \ possible blocking

C Flow o
MAST Thread : 12 : Prioritv = P 2
. > 4 —> Step T, > Step T,

Period: Tmin

ei Mutual exclusion resource
_ Stept, if»i Stept, i[»i Stept, ! MAST
Period: Tmin :

WCET of steps = instructions + worst-case memory accesses
From a cooperative Amalthea Task

. J . ' Stimulus
Stimulus \/
Period: T | > Period: T4
: T - : :
: Worst-case latency
Amalthea Task

@ that data is read data written by assumes labels are V\{rltten
by another runnable e e e just after Lhey a;e going to
- . . - : erea
This event-chain requires two —>

Stimulus e1 Period: T,

Period: To © activations of the task to complete —> S T L=r114T24r224T34133

Period: T4

s read %rﬂiteassed . fv?;;en@ @t Dawa  awa & Analysis of event-chains with MAST

€2
—>

] - . Period: T2 Best-case latency assumes
St'"‘”'L» We assume stimuli are not labels are written just before

Period: Ts synchronized (arbitrary phasings) they are going to be read
Worst-case latency Best-case latency es

L=CT1-RP12)+R11 Lb=(T1-R12)+RP11 porma 1y Lb=rbi14+rbyo+rb33

Sub-challenges

We test different | 1O Scenarios:

. clock frequencies |4
[200-350 Mhz] :

) Problem: Provided model has
: utilization above 100% :

No_memory

All_GRAM
All_GRAM Optimized Optimized | System slack Optimiz:F

No_memory All_GRAM

All_GRA
No_memory

All_GRAM

No_mem¢
Optimizelﬁ
All_GRA

/

Optimized

Optimized

Latency (worst) (ms)
Latency (worst) (ms)
System slack (%)

No_memory

No_memory

~
Fi imi - EffectChain_1 EffectChain_2
Find optimized label to LRAM/ “Optimized” . B ectChain._

GRAM assi gnme nt 200 233 250 266 300 200 233 250 266 300 200 233 250 266 300 333 350
Clock frequency (Mhz) Clock frequency (Mhz) Clock frequency (Mhz)

MAST doesn’t support label optimizations, but...

Optimized

83% of labels are accessed by only one core All_GRAM

No_memory - Offset-Based w/ precedence relationships
optimizations analysis is used

PROPOSAL.: Shared labels to GRAM, Non-
Shared Labels to LRAM

» System Slack: percentage by which execution
» Latencies with the optimized label assignment times of the steps may be increased while still
(“optimized”) are closer to the case ignoring keeping the system schedulable
memory accesses (“no memory”)

All_GRAM

e Can be calculated for system with utilizations

/ « Latencies cannot be calculated when utilization above 100% (such as SCN-WCET for frequencies
is above 100% (SCN-WCET for frequencies below 300 Mhz)

below 300 Mhz)

Latency (worst) (ms)

Just 17% of labels have
contention (4*9 cycles

access) EffectChain 3 No_memory
57

LRAM is accessed without
contention (1 cycle access)

Optimized

200 233 250 266 300 333

Clock frequency (Mhz)


http://unican.es
http://mast.unican.es
http://mast.unican.es
http://unican.es

